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Categorical observations are frequently observed in run-to-run processes where
obtaining accurate measurements of quality characteristics is difficult. In such
circumstances, the use of categorical observations to estimate a process model
and generate an adjustment recipe becomes inevitable. However, most conven-
tional run-to-run controllers cannot be applied if no continuous observations are
available; some parameter estimation methods that can handle categorical data
only use historical dataset in an offline manner. In practice, it is common to see
observations collected following a time sequence in a run-to-run process. Taking
the lapping process in semiconductor manufacturing as an example, this paper
develops an online approach for parameters estimation and run-to-run process
adjustment using categorical observations. The proposed method optimises a
penalised Maximum Likelihood (ML) function and updates parameters step by
step when new categorical observations become available. A control strategy is
also derived to generate receipts for process update between runs. The
computational results of performance evaluation show that the proposed
method is capable of estimating unknown parameters and control output quality
online when initial bias exists.

Keywords: categorical observations; cut-points estimation; parameter estimation;
statistical process adjustment; statistical process control

1. Introduction

Low-resolution categorical data are frequently seen in manufacturing processes. Some
quality variables are inherently qualitative and cannot be measured on a numerical scale.
These usually exist in manufacturing processes that rely heavily on visual quality inspection.
One example is the production process of wafers in semiconductor manufacturing.
Scratches on a wafer surface are difficult to quantify and can only be judged by operators
visually. Spanos and Chen (1997) presented an example on a semiconductor plasma dry-
develop process, in which sidewall roughness of etched wafers took only a few discrete
values, labeled as “very rough”, “rough”, “smooth’ and ““very smooth”. In some processes,
practical constraints such as cost and instrument make it impossible to collect timely
quantitative measurements. Alternatively, qualitative observations are collected for quality
assurance. Wang and Tsung (2007) studied a deep reactive ion etching (DRIE)
process. In this process, products can be measured by a scanning electron
microscopy (SEM), which results in a bottleneck in large-volume manufacturing.
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Instead, visual inspection, which produces quality-related readings of wafer trenches on
a positive/normal/negative scale, can be used for quality control. Lu e al. (2009) also
emphasised that analysis of new data type, including categorical data, is an important
research topic in nanotechnology. Therefore, when only categorical data are available in a
process, controlling process status and product quality based on this low-resolution
information becomes necessary and important.

In this study, the lapping process in semiconductor manufacturing is used as an
example (see Figure 1 for a schematic illustration of the process). A general wafer
preparation process contains slicing, lapping, chemical vapour deposition (CVD), and
polishing. In the lapping stage, the following tasks are done sequentially: (a) wafer loading,
where a batch of wafers are mounted onto the lower lapping plate first; (b) machine setup,
which is when controllable factors of the machine are adjusted based on operational
instructions; (¢) lapping, where the machine is started for a pre-determined amount of
time; (d) wafer unloading, which is when finished wafers are unloaded; and (e) testing,
which is when wafer thickness is measured and new settings for the next run are calculated.

As the first step in the mechanical treatment process on the wafer surface after slicing,
lapping is a key step in forming quality characteristics for downstream processing.
Thickness is an important geometric quality parameter and is largely dominated by
lapping time and incoming thickness. Therefore, lapping time is usually adjusted between
runs to control the amount of removal.

Ideally, if wafer thickness before and after lapping are both known online, it is possible
to apply run-to-run controllers, such as EWMA controller and its extensions (Ingolfsson
and Sachs 1993, Tseng et al. 2007), double EWMA controller (Chen and Guo 2001) and
other controllers (He et al. 2009, Jin and Tsung 2009) to generate recipes and guide
parameter updates between runs. However, to obtain accurate thickness values, measure-
ment needs to be carried out in a special inspection room with the aid of an expensive
testing machine, which is both time consuming and costly. In industrial practice, wafers
are only moved to the inspection room for final testing before shipping. Therefore,
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Figure 1. A schematic illustration of the lapping process.
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no accurate data are immediately collected after each lapping run. Instead, a less expensive
but inaccurate machine is equipped to help group lapped wafers into different categories,
namely, very thin, thin, normal, thick to very thick.

To achieve a better thickness consistency, a controller is necessary to help generate
optimal lapping time for each run. However, with only categorical observations available
as the output of each run, a traditional EWMA controller is not applicable since it requires
continuous data. Thus, a new controller able to generate control actions based on
categorical observation is necessary for such a process.

To develop a controller that can work with categorical observations, two critical
challenges need to be addressed. First, a process model should be built and unknown
parameters estimated using categorical data; and second, optimal control actions must be
generated using categorical data.

Different methods on model building using categorical observations can be found in
the literature. Among these methods, cumulative logistic model is one of the most popular.
Spanos and Chen (1997) used this model in the study of an etching process. In this model,
parameters are usually attained using the maximum likelihood (ML) method. Agresti
(1990) discussed the nonlinear optimisation problem related to maximising likelihood
functions. McCullagh (1980) extended this model to a generalised linear model (GLM) by
replacing the logit link function with other link functions, such as probit. Liu and Agresti
(2005) discussed the choice between logit and probit functions. Some Bayesian-based
methods can also be seen in the literature (Chipman and Hamada 1996, Girard and Parent
2001). However, all the aforementioned estimation strategies assume that all observations
are already collected before model fitting. Parameters are estimated in an offline manner
given all information available. However, in the lapping process and other run-to-run
processes, products are produced batch by batch; data become available gradually in a
continuous way. Therefore, an online parameter estimation method to incorporate
categorical observations is needed.

To incorporate growing data streams in model building, Bauer ez al. (1997) studied an
update rule for parameter estimation in Bayesian networks and provided a unified
framework for online learning. Parameters are updated by maximising a function
containing a normalised log-likelihood in a model and a penalty. The authors obtained
three rules under three different norms. Solla and Winther (1999) presented an online
Bayesian learning approach. The exact posterior distribution in this approach is
approximated using a simple parametric distribution and each new observation is utilised
for posterior update. However, when categorical observations are encountered, the above
algorithms could not be applied directly. In this work, a new method that can handle
categorical observations and update parameters in an online manner is proposed.

Recently, research on process control and adjustment using qualitative information has
drawn considerable attention. In an early work, Spanos and Chen (1997) demonstrated the
importance and feasibility of implementing process monitoring and controlling with
qualitative characteristics. Wang and Tsung (2007) introduced a two-phase R2R process
control strategy in a semiconductor manufacturing process. They conducted experiments
and collected data in Phase I for model parameters estimation. Shang et al. (2009)
improved on this work by considering misclassification errors, in which misclassification
possibilities were used to compensate for adjustment bias. Wang and Tsung (2010) studied
the recursive parameter estimation issue when categorical observations are presented, and
proposed a Bayesian Categorical Controller. However, the authors assumed all cut-points
were known and only studied the estimation of a linear process model. Cut-points are
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threshold values used in generating categorical observations. To better utilise categorical
observations in process control and quality improvement, a new algorithm that can
estimate cut-points online and generate recipes for run-to-run control needs to be
developed.

In this research, a strategy for online parameters estimation and process adjustment
based on categorical observations is proposed. Compared with existing work, this paper
tackles the following challenges: (a) online recursive estimation of cut-points using
categorical observations; and (b) run-to-run control using categorical observations.

The rest of this paper is organised as follows. Section 2 illustrates the formulation of
the model to be studied; Section 3 presents the method for online parameter estimation
and process control using categorical data; Section 4 studies and analyses the performance
of the proposed method. Finally, Section 5 concludes this paper and discusses topics
related to categorical data that deserve further research.

2. Process modeling

In this section, the lapping process is still used in wafer production for illustration.
In general semiconductor manufacturing and other manufacturing applications, linear
models have been widely used to characterise processes with continuous inputs and
outputs (e.g., Del Castillo and Hurwitz 1997, Wang and Tsung 2007, 2008, 2010,
Shang et al. 2009).

To study the impact of controllable factors on lapping processes, Othman et al. (2006)
conducted full-factorial designed experiments, the results of which could be used to build a
linear model between removal rate and controller factors. In practice, we have conducted
real experiments in a local wafer manufacturing company. Post-lapping thickness is chosen
as a response variable. A fractional-factorial design that involves four controllable
parameters in the lapping process (pressure, rotation speed, speed-up time, and lapping
time) is chosen to guide our experiments. A linear model is then built from the
experimental dataset. Three factors are optimised to improve robustness and one factor
(lapping time) is left for online tuning to achieve better thickness control. Further
historical data are collected and the effect of incoming thickness is incorporated into the
model. The final model used for characterising wafer thickness after lapping is

Vi=a+bu_+cx; + &, (1)

where y, is the output thickness obtained at time ¢; u,_;is the lapping time set at time 1 — 1,
which is a controllable factor in lapping; and x, is the incoming wafer thickness generated
by the slicing stage. Therefore, x, can be observed but not changed. g, represents process
disturbance, and a, b, and ¢ are the coefficients. Without loss of generality, &, ~ N(0, o) is
assumed.

Essentially, if the process is already on target and is only affected by white noise,
process adjustment is unnecessary. However, real processes usually have bias due to the
following reasons: (a) true process parameters are never known. If parameters were
already estimated with bias, the correct settings would not be obtained initially; (b) true
parameters themselves can change due to sudden process shifts. Therefore, it is always
necessary to implement process controllers to remove initial deviations and ensure quality
(Del Castillo 2006, He et al. 2009). Initial bias is a more serious problem in short-run
processes. In fact, the lapping process has to stop each day when the shift switches.
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Production break causes the machine to cool down, which leads to significant bias
compared with normal operational status after warm up. Physical and mechanical
properties of silicon wafers also change several times a week when raw single-crystal silicon
material and wafer size change.

Usually, y, is assumed to be measured on a continuous scale. Under such
circumstances, conventional process controllers can be applied to control the process.
However, in the aforementioned lapping process, continuous measurements cannot be
obtained; thus y, becomes unknown. To handle this challenge, y, is treated as a latent
variable. Another categorical variable, Y/, is assumed to be observable and linked with y,
by the following mapping function (Chipman and Hamada 1996, Girard and Parent 2001,
Wang and Tsung 2007)

Yi=jev. . <y=vi=1...,c¢ (2)

where y = [0, ¥1». .., ve—1, ¥e]T is a vector of cut-points against which samples are
classified. For the case when y, is an unbounded variable (i.e., no boundaries for worst and
best values of y,), we assume that Yy = —oo and y, = oco. If y, was known, the value of Y,
is generated by comparing y, against y to decide which category it should be assigned to.
If y, was unknown but y is known, the above equation will be useful for estimating y, given
Y,. The detailed method is introduced in the following section.

In Equation (1), we assume b and ¢ are known, and «a is unknown. This happens
because a easily fluctuates with the temperature of lapping pans and machine setup when a
new order comes, while » and ¢ are dominated by physical mechanism and are therefore
relatively stable. Wafer thickness before lapping, x;, is to be measured precisely after
slicing, hence it is available to the lapping stage. The cut-points y in Equation (2) are the
hidden rules used by operators. However, these rules are neither known to the operators
nor can they be measured directly. Therefore, y needs to be estimated.

3. Online estimation and adjustment using categorical observations

At the end of each production run, the following tasks are done sequentially: (a) measure
samples to obtain categorical data; (b) update estimates of unknown parameters; and
(c) recommend parameter settings for the next run. Task (a) is done manually by
operators. In the following, the treatment for tasks (b) and (c) is introduced.

3.1 Online parameters estimation

In this section, a recursive method to estimate the unknown parameters @ and y online is
presented. In Section 1, we mentioned that Bauer et al. (1997) investigated a rule for
parameter estimation using continuous data. This method is straightforward and easy to
implement. In this section, the ML method is first introduced followed by an Adjusted ML
method derived for parameter estimation using categorical data.

3.1.1 The ML method

Kivinen and Warmuth (1997) first proposed a supervised online learning framework,
which was successfully used in a large number of supervised and unsupervised problems
(Singer and Warmuth 1999). Bauer et al. (1997) extended this framework to parameter
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online update in Bayesian networks when new data continuously arrive, and proposed to
maximise the following function:

F(6) = nLp(6) — d(6,0), 3)

where 6 is used to represent any unknown parameters to be estimated, 6 is an initial
estimate of 6, LD(é) is the normalised log-likelihood of data cases D, d (é, 6) is a function
of the distance between old and new estimates, and n is a parameter that controls
learning rate.

Bauer et al. (1997) mainly discussed the case of when a group of data, D, is available
for model update. In this research, it is simplified into a scenario in which only one
observation is available for model update each time. This is more suitable for the lapping
process and other run-to-run processes studied. The above objective function is then
modified as follows:

A 1/~ —\2
@) =n-log Py(¥ =) = (6-9) . O

where log Pg(Yzj) is the log-likelihood function of seeing an observation fall into
category j under parameters setting ¢, which is used to grasp information in the new
observation D, D = {Y J}. The learning rate n could now be interpreted as how far away
tl/'\le new estimate 0 can be expected to, deviate from the original one §. The penalty,
0— 9) /2, is the distance between ¢ and 9 under L-2 norm, which could be interpreted as a
distance measure between the original and updated model. The penalty is used to prevent 9
from staying too far away from ¢, thus ensuring that the new estimate preserves part of the
original information. Therefore, a large n places more weight on new observations and
forces parameters to update quickly, while a small n places more emphasis on the
difference between updated and old estimates and ensures that the difference will not be
exaggerated too much.

Following the treatment in Bauer ez al. (1997), the objective function is expanded using
the one order Taylor expansion to simplify F(9)

d(logp (Y = j))

R

A
FO) ~n-logP,(Y =))+n-

Then, the derivative of F(g?) is obtained as

o d(logP(Y=p) . - .
6 =n- = —(6-0). (6)
Since F ’(3) = 0 is the prerequisite for maximising F(gb), we therefore have

-~ d(logP,(y=)))

0=0+n- 0 . (7

Following Equation (7), 6 can be updated using information contained in new
observations.

The above derivation provides a recursive method of parameter estimation. As no
assumptions are applied on 0, the above procedure can be extended to general situations
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for parameter estimation. In the following, the scenario is constrained in categorical data
modeling and specific equations are developed to estimate parameters in Equation (1).

3.1.2 The adjusted ML method based on categorical observations

In this section, we use the update rule to our application to estimate parameters in the
process model using categorical measurements.

Following the above framework, 6 = {a,y}, D = {Y; = j|u,_1, x;} is set, where Y, is a
categorical variable at step ¢, j represents the category the sample falls into 1 <j < ¢, and,
u,—; and x, are controllable and uncontrollable input variables, respectively. Estimated
parameters at step ¢ are denoted as ¢ and y®. Initial parameter values at step ¢ are the
updated estimates obtained at step 71 (i.e. 6 = {a'~,p=D}). Recursively, the updated
estimate at step ¢, § = {a, "}, becomes the initial values of step ¢+ 1.

From this we learn that the probability a sample falls into category j is

PY,=j)=Plyi<yi=y)=Py; <y))— P(y: < vi-1)- ®)

Therefore, the corresponding log-likelihood given u,—; and x, (the condition in the
equation is omitted for clarity) is

(=1 _ =1 _p _ . (=1 _ =) _p —
i a Ui cXx i a U—] — €X
log P,(Y, =j) = log<<1>(y~’ = ) - ¢<y, : : ))
o o

9
Its derivatives with respect to all unknown parameters are given as follows
d(logP;(Yt :j)) 1
da - 2

P 2
exp (— (y;’_l) —ad" Y — by, — cx,) /202> - exp(—(yj(t_ll) —a" D —pu,_; — cx,) /202)

X

=D _qt=D_py 1 —ex (=D _ 4= _py_ —¢
Y d U1 —CX; Vi —d U1 —CX;
a(CD( - ® -

d(log P,(Y, =)
dyx

2
(=D -1 oy 2
| exp( (y/. a bu,_y L,x,) /20 )

V2 P i) e, A=)y —ex, ’
fod I = —-d = (1 1)

= exp (7 (y}:”fu("')fbu,,l 7(?.’(/)2/20'2)

V;_I_])—a(’_l)—hu/il—(‘,\‘, y:_i_ll)—u(’_l)—hu/ilﬂ'(, ’
ol @ r -0 .

(10)

k=j—1

o+
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Substituting  Equations (11) and (10) for the corresponding terms in
Equation (7), and ignoring the constant item 1/+/27 as it could be absorbed into the
learning rate n, the online estimation algorithm of categorical data modeling is obtained
as below.

a = g=bH_

(1—1) —1 2 2 (1—1) (t—1) 2 2
exp _(J/] _a( )_butfl_cx[) /20 —e&Xp —<]/]~7] —d —butfl—CX[) /20

r’.
(=D _ =) _py 1 —c = _ -1 _p —c
Y a U] —CXy Vi —d but, 1 —cXy
o(@( - - -

2
(D -1 . 2
o (1) exp( (y/ a bu,_, (,x,) /20 )

YVic1 =Y n A=, = A _=D_pu,_ | —exy ’
ol @ £ —o|
G G

exp(—(y;‘*l)—a“’”—bu,,l—cx,)2/2<rz) (13)

(1) (1—=1)
=Y. + .
y] J " V/([il)—u(’*])—bu,fl —exy V/(:l)—a(”D—hu,il —exy ’
o| @ = —-d =

v =n""k#j—1landj

Using Equations (12) and (13), ¢ and y can be updated whenever a new categorical
observation becomes available.

As the above method is derived from the ML method, it is named the adjusted ML
method. The new online algorithm is expected to utilise sampled categorical data
continuously and provide an effective estimate of unknown parameters.

(12)

3.2 The process adjustment algorithm

The adjusted ML method outlined above routinely incorporates new categorical samples
to update parameter estimates. Given estimated parameter values, strategies can be
developed to control process output by generating a recipe for each run. Such a control
strategy should be developed to minimise output deviation and variation.

Denote the target of the process (1) as 7, and the cumulative information up to the
present step t as Fy, F; ={Y;,..., Y1, u;_1,...,up, Xy, ...,x1}. The following quadratic loss
function conditioning is defined on all historical information as the objective of process
adjustment at step ¢

L=E[(y,, — T)IF] (14)

The control goal then is to find a u, to minimise the above objective function.
As Equation (1) shows, .41 = a + bu, + ¢x,11 + €41 and E(e2, ) = o2, it follows that

L=(a—cxy — TV + b +2(a— cxipy — T)bu, + o> (15)
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Taking the partial derivative of the above equation with respect to u, as zero and
replacing unknown parameters with their estimates lead to the following optimal control
action

t )
ut:T—a()—cx,.H’ (16)
b
where ¢ is the estimate of « at step .

It is interesting to note that the above equation resembles the traditional EWMA
controller in generating control actions. The EWMA controller is a popular method in
run-to-run process control. It is designed to use continuous observations for parameter
estimation and process adjustment, while the above scheme works on categorical

observations.

4. Performance studies

In this section, the performance of the newly proposed method is investigated and the
conditions under which it can work more efficiently are identified.

Since Wang and Tsung (2007) and Shang ez al. (2009) have both worked on a problem
similar to what we have tackled, the current study’s method is compared with the methods
they proposed. However, a direct comparison is difficult. Wang and Tsung (2007) and
Shang et al. (2009) did not consider online parameter estimation issues. The authors
assumed that historical Phase I experimental data are available for off-line parameter
estimation. Such estimates are then used to build a model for online process control.
However, online parameter estimation is one major part of this work due to a real demand
from our application. In addition, in the Phase I estimation in Wang and Tsung (2007), the
authors assume both categorical and corresponding continuous data are available. In this
work, accurate process outputs not available in all phases are allowed.

Therefore, the performance of the proposed method is examined and compared with
other works. As the whole work is divided into two steps, online parameter estimation and
online process adjustment, we study the performance of the Adjusted ML method from
these two aspects. Since the first step focuses on unknown parameter estimation, estimated
values are compared with true values in simulation studies. In the second step, the
Adjusted ML method is compared with the Categorical Controller proposed by Wang and
Tsung (2007) and its control performance is investigated.

Since the online estimation of unknown parameters in the process model is already
complicated, measurement errors (misclassification) are not considered in this work
and are left as a topic for future research. Therefore, it is not compared with
Shang et al. (2009).

All simulation studies are designed based on the lapping process in Equation (1). Due
to confidentiality issues, model parameters have been transformed from the original values
obtained from designed experiments to the following settings: ¢ = 60, b =2, ¢ = 0.1 and
standard deviation o = 3. Such transformation has no impact on the current performance
study. The process target is 7= 400. Four cut-points, 396, 398, 401, and 405, are treated as
true values for classifying output y, into five mutually exclusive categories, that is,
y =[396, 398,401, 405]. The incoming thickness before lapping, x,, is assumed to follow a
uniform distribution in interval [450, 550]. In practice, extremely thin and thick wafers are
treated as defects and recycled after slicing; such wafers cannot enter the lapping process.
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Figure 2. Trajectories of estimated parameters without process control. (a) «© =355,
YO =1[397,399,403,407], n=0.13  (b) a'®=50, y® =[397,396,403,407], n = 0.18.

4.1 Online estimation performance

As emphasised in Section 1, initial bias is a major problem in the lapping process.
In addition, since the distance between initial and true values usually affect the
convergence performance of an algorithm, different initial values are investigated in
the following studies. In this section, the control algorithm (16) is not applied so that the
impact of the feedback-loop on parameter estimation is removed. The control action, u;, is
sampled from a uniform distribution within [130, 150]. Different learning rates n are also
tried to test its influence on estimation performance. In the next section, the estimation
algorithm is combined with the feedback-controller and its performance is tested when
observations are collected from an online-controlled process.

Figure 2 shows the trajectories of estimated parameters with different initial values and
learning rates. Each process is run for 200 steps. From Figure 2 (a) and (b), we can see that
when initial values deviate from their true values, estimated values approach their true
value gradually as new categorical samples are collected step by step. This shows that the
Adjusted ML method is capable of estimating the unknown parameters in Equation (1)
using categorical observations.

The convergence rate of the method is influenced by parameter . In Figure 3, the mean
square error (MSE) of estimated parameters is used at step 200 of 100 trajectories as a
performance index to measure estimation accuracy. A lower value means the parameters
are estimated more accurately. The solid line shows the MSE average of five unknown
parameters in « and y.

From Figure 3, it is interesting to see that for all the cases studied, there exists an
optimal 5 that achieves the minimum MSE. For example, in case (a), the minimum MSE is
achieved when 1 =0.13; in case (b), the minimum MSE is achieved when n = 0.18.



International Journal of Production Research 4113

(@ 4

® Variable

e o

=yl

e 2

3 s 43

4

° —— U
L
[0}
=

*

A A a R . N ) L ]
o

0.050 0.075 0.100 0.125 0.150

n
(b) 9 ;
Variable
o
8 = = w LY [
7 ° L * 72
6
w 5
[45)
= 4
3
2
1
0 1 : : : . : !
0.050 0.075 0.100 0.125 0.150 0.175 0.200

n

Figure 3. Characteristics curves about different learning rate with the corresponding perfor-
mance. (a) a@ =55, 0 =[397,399,403,407]; (b) ¥ =50, y© =[394, 396,405, 410].

The optimal n may also be different for the different sizes of initial bias. As stated earlier,
a small n tends to limit the difference between updated and initial values. As categorical
observations are less reliable, the magnitude of n should be relatively small. Extensive
simulations show that n=[0.1, 0.2] gives reasonably good performance for moderate initial
bias. Furthermore, it is noticed that the MSE curve is flat around its minimum, which
means the performance of the adjusted ML estimation method is stable around the
optimal 7.

The above study shows that when there is no feedback-loop, the Adjusted ML method
updates the unknown parameters gradually and leads them to their true values. In the
following section, the Adjusted ML method with feedback-control is applied and its
performance is validated in process control scenarios.

4.2 Process adjustment performance

In the following study, unknown parameters in the lapping process are assumed to take
the following initial values, a® = 50,y =[394,396,405,410]. The learning rate in
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Figure 4. Trajectories of estimated parameters. (a) Estimates of a; (b) Estimates of y.

Equations (12) and (13) is set to n = 0.1. The control algorithm in Equation (16) is used to
generate recipe u, at step ¢ to guide the setup for run 7+ 1. Two-hundred lapping runs are
simulated in total. The evolvement of unknown parameters is shown in Figure 4.

Figure 4 (a) shows the path of estimated «; Figure 4 (b) shows the trajectories of four
cut-points. It is clearly seen that the initial values are deviated from their respective true
levels. As the process evolves, more observations are collected, and unknown parameters
are continuously updated. All parameters are seen approaching their respective true values
gradually. After 200 runs, the deviations between estimated and true values are already
rather small.

Wang and Tsung (2007) proposed a Categorical Controller for process adjustment
when only categorical observations are available for online process adjustment. To study
the performance of the proposed Adjusted ML method, the Categorical Controller is also
set up to control the same process. Since the Categorical Controller requires accurate
observations for online adjustment, true observations are used to allow it to generate
control actions. The simulation is repeated 100 times and the MSE is calculated at each
step to show their control accuracy. The results are shown in Figure 5.

It is clearly seen from Figure 5 that in the first 60 steps, the Categorical Controller
performs better than the proposed method. However, after around step 60, the Adjusted
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ML method begins to outperform the Categorical Controller and shows smaller MSE
values. The improved performance can be explained using the online estimation method
that the Adjusted ML used. The Categorical Controller uses accurate and continuous
observations. Therefore, it can quickly overcome the initial bias. However, the Adjusted
ML method uses more steps to compensate for the initial bias. Once the initial bias is
compensated, the Adjusted ML becomes better since it provides more precise control
actions than the Categorical Controller.

The sequences of process output, y, are also shown in Figure 6. It is seen that
when controlled by the Adjusted ML method, the initially biased parameters lead to a
large deviation between the process output and the target thickness 400 wm. As the
unknown parameters are estimated more accurately, deviations are also reduced.
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After around 100 steps, the process output finally wanders around the target value. The
Categorical Controller can bring the process output to the target faster than the Adjusted
ML. However, it shows a larger variation than the Adjusted ML. Therefore, in Figure 5,
the Categorical Controller shows a larger MSE when the Adjusted ML evolves.

The above study demonstrates the efficiency of the proposed method in calibrating
initial bias in unknown parameters. It also proves that the proposed algorithm is effective
in controlling the process using categorical observations.

5. Conclusions

This paper investigated the online estimation and control of a run-to-run process when
only categorical observations are available. A modified method based on maximised
likelihood, named the Adjusted ML method, was proposed to update model parameters
when categorical data were collected sequentially from the process. A control algorithm
that functioned based on categorical observations was also proposed to adjust the process
output on target.

Simulation studies showed that when initial bias existed, the adjusted ML method can
move parameter estimates toward their respective true values gradually. The proposed
scheme, together with the control algorithm, was proved effective in controlling processes
with initial bias.

This paper used a simple model with white noises to characterise a lapping process.
When the disturbance series became more complicated, for example, following an
IMA(1,1) or a general ARIMA time series, the likelihood of observations can be
calculated using one-step-ahead prediction. The update equations will be changed
accordingly. Its performance in controlling real processes deserves more in-depth study
and could be the focus of future research.
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